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Noise Spectrum Estimation in Adverse Environments:
Improved Minima Controlled Recursive Averaging

Israel Cohen

Abstract—Noise spectrum estimation is a fundamental compo-
nent of speech enhancement and speech recognition systems. In
this paper, we present an improved minima controlled recursive
averaging (IMCRA) approach, for noise estimation in adverse
environments involving nonstationary noise, weak speech com-
ponents, and low input signal-to-noise ratio (SNR). The noise
estimate is obtained by averaging past spectral power values, using
a time-varying frequency-dependent smoothing parameter that is
adjusted by the signal presence probability. The speech presence
probability is controlled by the minima values of a smoothed
periodogram. The proposed procedure comprises two iterations
of smoothing and minimum tracking. The first iteration provides
a rough voice activity detection in each frequency band. Then,
smoothing in the second iteration excludes relatively strong speech
components, which makes the minimum tracking during speech
activity robust. We show that in nonstationary noise environments
and under low SNR conditions, the IMCRA approach is very
effective. In particular, compared to a competitive method, it
obtains a lower estimation error, and when integrated into a
speech enhancement system achieves improved speech quality and
lower residual noise.

I. INTRODUCTION

NOISE POWER spectrum estimation is a fundamental
component of speech enhancement and speech recog-

nition systems. The robustness of such systems, particularly
under low signal-to-noise ratio (SNR) conditions and nonsta-
tionary noise environments, is greatly affected by the capability
to reliably track fast variations in the statistics of the noise.
Traditional noise estimation methods, which are based on voice
activity detectors (VADs), restrict the update of the estimate to
periods of speech absence. Additionally, VADs are generally
difficult to tune and their reliability severely deteriorates for
weak speech components and low input SNR [15], [16], [20].
Alternative techniques, based on histograms in the power spec-
tral domain [10], [14], [19], are computationally expensive,
require much memory resources, and do not perform well in
low SNR conditions. Furthermore, the signal segments used
for building the histograms are typically of several hundred
milliseconds, and thus the update rate of the noise estimate is
essentially moderate.
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A useful noise estimation approach, known as the minimum
statistics (MS) [12], is to track the minima values of a smoothed
power estimate of the noisy signal, and multiply the result by a
factor that compensates the bias. However, the variance of this
noise estimate is about twice as large as the variance of a con-
ventional noise estimator [12]. Moreover, this method may oc-
casionally attenuate low energy phonemes, particularly if the
minimum search window is too short [4]. These limitations can
be overcome, at the price of significantly higher complexity, by
adapting the smoothing parameter and the bias compensation
factor in time and frequency [13]. A computationally more ef-
ficient minimum tracking scheme is presented in [5]. Its main
drawbacks are the very slow update rate of the noise estimate
in case of a sudden rise in the noise energy level, and its ten-
dency to cancel the signal [16]. Other closely related techniques
are thelower-energy envelope tracking[19] and thequantile
based[21] estimation methods. Rather than picking the minima
values of a smoothed periodogram, the noise is estimated based
on a temporal quantile of a nonsmoothed periodogram of the
noisy signal. Unfortunately, these methods suffer from the high
computational complexity associated with the sorting operation,
and the extra memory required for keeping past spectral power
values.

Recently, we introduced a noise estimation approach, namely
minima controlled recursive averaging(MCRA) [3], [4], that
combines the robustness of the minimum tracking with the sim-
plicity of the recursive averaging. The noise estimate is obtained
by averaging past spectral power values, using a smoothing pa-
rameter that is adjusted by the speech presence probability in
subbands. The speech presence probability is controlled by the
minima values of a smoothed periodogram. In contrast to the
MS and related methods, the minimum tracking is not crucial,
since it only controls the recursive averaging as a secondary pro-
cedure. The recursive averaging is carried out without a hard
distinction between speech absence and presence, thus contin-
uously updating the noise estimate even during weak speech
activity. Additionally, the smoothing of the noisy periodogram
is carried out in both time and frequency, which takes into ac-
count the strong correlation of speech presence in neighboring
frequency bins of consecutive frames. We have shown that the
MCRA noise estimate is computationally efficient, and charac-
terized by the ability to quickly follow abrupt changes in the
noise spectrum.

In this paper, we further improve the MCRA estimator with
regard to the following aspects: Minimum tracking during
speech activity, speech presence probability estimation, and
derivation of a bias compensation factor. The proposed pro-
cedure comprises two iterations of smoothing and minimum
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tracking. The first iteration provides a rough voice activity
detection in each frequency band. Then, the smoothing in the
second iteration excludes relatively strong speech components,
which makes the minimum tracking during speech activity
robust. This facilitates larger smoothing windows, and thus a
decreased variance of the minima values. The estimation of the
speech presence probability is based on a Gaussian statistical
model [6]. However, thea priori speech absence probability is
controlled by the result of the minimum tracking. We show that
this prevents the estimated noise from increasing during weak
speech activity, especially when the input SNR is low. The
speech presence probability is biased toward higher values to
avoid speech distortions in speech enhancement applications.
Accordingly, we include in the noise estimator a factor to
compensate its bias. We show that the value of the bias com-
pensation factor is determined by thea priori speech absence
probability estimator, and an explicit expression is derived.

Objective and subjective evaluation of theimproved minima
controlled recursive averaging(IMCRA) estimator is per-
formed under various environmental conditions. We examine
the tracking capability for nonstationary noise, the segmental
relative estimation error for various noise types and levels, and
the improvement in the segmental SNR when integrated into a
speech enhancement system. We show that compared to the MS
method, the proposed noise estimate is superior. Specifically, it
responses more quickly to noise variations, it obtains signifi-
cantly lower estimation error, and yields a higher improvement
in the segmental SNR. The advantages of the IMCRA method
are particularly notable in adverse environments involving
nonstationary noise, weak speech components, and low input
SNR.

The paper is organized as follows. In Section II, we present
the IMCRA noise estimator. The recursive averaging is accom-
plished through a time-varying frequency-dependent smoothing
parameter, which is adapted under the speech presence uncer-
tainty. In Section III, we introduce an estimator for thea priori
speech absence probability. The estimator is controlled by the
minima values of a smoothed periodogram of the noisy signal.
In Section IV, we combine the time-varying recursive averaging
with the minima-controlled estimation of thea priori speech ab-
sence probability, and present the IMCRA algorithm. Finally, in
Section V, we evaluate the proposed method, and discuss exper-
imental results, which validate its effectiveness.

II. TIME-VARYING RECURSIVEAVERAGING

In this section, we derive an estimator for the noise power
spectrum under speech presence uncertainty. The noise estimate
is obtained by averaging past spectral power values of the noisy
measurement, and multiplying the result by a constant factor
that compensates the bias. The recursive averaging is carried
out using a time-varying frequency-dependent smoothing pa-
rameter, that is adjusted by the speech presence probability.

Let and denote speech and uncorrelated ad-
ditive noise signals, respectively. The observed signal
is divided into overlapping frames by the application of a
window function and analyzed using the short-time Fourier
transform (STFT). In the time-frequency domain we have

, where represents the fre-
quency bin index, andthe frame index. Given two hypotheses,

and , which indicate respectively speech
absence and presence in theth frequency bin of theth frame,
and assuming a complex Gaussian distribution of the STFT
coefficients for both speech and noise [6], the conditional
probability density functions (PDFs) of the observed signal are
given by

(1)

(2)

where and

denote respectively the short-term
spectrum of the speech and noise signals.

Let thea posteriorianda priori SNRs be defined by [14], [6]

(3)

(4)

Then, the conditional PDFs of thea posteriori SNR can be
written as

(5)

(6)

where is the unit step function [i.e., for and
otherwise]. Applying Bayes rule for the conditional

speech presence probability ,
one obtains

(7)
where is the a priori probability for
speech absence, and .

A common noise estimation technique is to recursively
average past spectral power values of the noisy measurement
during periods of speech absence, and hold the estimate during
speech presence. Specifically

(8)
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where ( ) denotes a smoothing parameter. Under
speech presence uncertainty, we can employ the conditional
speech presence probability, and carry out the recursive aver-
aging by

(9)

Equivalently, the recursive averaging can be obtained by

(10)
where

(11)

is a time-varying frequency-dependent smoothing parameter.
The smoothing parameter is adjusted by the speech pres-
ence probability, which is estimated based on the noisy mea-
surement. The speech presence probability also modifies the
spectral estimate of the clean speech, and therefore is gener-
ally biased toward higher values to avoid speech distortions in
speech enhancement applications1 [4]. Accordingly, estimating
the noise spectrum using (10) and (11) would be biased toward
lower values. We propose to include a bias compensation factor
in the noise estimator

(12)

such that the factor compensates the bias when speech is ab-
sent

(13)

In Appendix I, we show that the value of is completely de-
termined by the particular estimator for thea priori speech ab-
sence probability. An explicit expression foris derived in the
case of estimating thea priori speech absence probability by the
method proposed in the next section.

We note that the MS andlower-energy envelope tracking
methods [12], [13], [19], also entail a multiplicative bias
compensation factor. However, its value has to be determined
by simulations. Furthermore, these methods estimate the noise
at a given frame by processing a fixed time segment, i.e., a fixed
number of past frames. Whereas, our noise estimator is based
on a variable time segment in each subband, which takes into
account the probability of speech presence. The time segment
is longer in subbands that contain frequentspeechportions, and
shorter in subbands that contain frequentsilenceportions. This
feature has been considered [19] a desirable characteristic of
the noise estimator, which improves its robustness and tracking
capability.

1The spectral gain is minimal when speech is absent. Hence, deciding speech
is absent when speech is present results ultimately in the attenuation of speech
components. Whereas, the alternative false decision, up to a certain extent,
merely introduces some level of residual noise.

III. M INIMA -CONTROLLED ESTIMATION

In this section, we introduce an estimator for the a
priori speech absence probability. The estimator is controlled by
the minima values of a smoothed power spectrum of the noisy
signal.

In contrast to the MS and related methods [5], [13], the
smoothing of the noisy power spectrum is carried out in
both time and frequency. This takes into account the strong
correlation of speech presence in neighboring frequency bins of
consecutive frames [4]. Furthermore, the proposed procedure
comprises two iterations of smoothing and minimum tracking.
The first iteration provides a rough voice activity detection
in each frequency band. Then, the smoothing in the second
iteration excludes relatively strong speech components, which
makes the minimum tracking during speech activity robust,
even when using a relatively large smoothing window.2

Let ( ) be a smoothing parameter, and let
denote a normalized window function of length , i.e.,

. The frequency smoothing of the noisy power
spectrum in each frame is defined by

(14)

Subsequently, smoothing in time is performed by a first-order
recursive averaging

(15)

In accordance with the MS method, the minima values of
are picked within a finite window of length , for each

frequency bin

(16)

It follows [13] that there exists a constant factor , indepen-
dent of the noise power spectrum, such that

(17)

The factor represents the bias of a minimum noise es-
timate, and generally depends on the values of, , and
the spectral analysis parameters (type, length and overlap of the
analysis windows).3

Let and be defined by

(18)

Under the assumed statistical model, the PDFs of
and , in the absence speech, can, respectively, be approx-

2A larger smoothing window decreases the variance of the minima values,
but also widens the peaks of the speech activity power. An alternative, compu-
tationally expensive, solution is to modify the smoothing in time and frequency
based on a smootheda posterioriSNR [13].

3The value ofB can be estimated by generating a white Gaussian noise,
and computing the inverse of the mean ofS (k; `). This takes into account
also the time-frequency correlation of the noisy periodogramjY (k; `)j . Notice
that the value ofB is fixed, whereas in [13], it is estimated for each frequency
band and each frame.
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imated by exponential and chi-square distributions (Appendix
II)

(19)

(20)

where is the gamma function, and is the equivalent de-
grees of freedom. Based on the first iteration smoothing and
minimum tracking, we propose the following rough decision
about speech presence:

if
and (speech is absent)

otherwise (speech is present).
(21)

The thresholds and are set to satisfy a certain significance
level

(22)

(23)

From (19) and (20), we have

(24)

(25)

where denotes the standard chi-square cumulative dis-
tribution function, with degrees of freedom. Typically, we use

and , so and .
The second iteration of smoothing includes only the power

spectral components, which have been identified as containing
primarily noise. We set the initial condition for the first frame
by . Then, for the smoothing in fre-
quency, employing the above voice activity detector, is obtained
by

if

otherwise.
(26)

Smoothing in time is given, as before, by a first-order recursive
averaging

(27)

We note that keeping the strong speech components out of the
smoothing process enables improved minimum tracking. In par-
ticular, a larger smoothing parameter () and smaller minima

search window ( ) can be used. This reduces the variance of the
minima values [13], and shortens the delay when responding to
a rising noise power, which eventually improves the tracking ca-
pability of the noise estimator.

Let be the result of the second iteration minimum
tracking

and let and be defined by

(28)

Since we use a relatively small significance level in the first
iteration ( ), the influence of the voice activity detector
in noise-only periods can be neglected. That is, the effect of
excluding strongnoisecomponents from the smoothing process
is negligible. Accordingly, the conditional PDFs of
and , in the absence of speech, are approximately the
same as those of and [(19) and (20)].

We propose the following estimator for thea priori speech
absence probability:

if
and

if
and

otherwise.
(29)

The threshold is set to satisfy a certain significance level
( )

(30)
Typically and .

The a priori speech absence probability estimator assumes
speech is present ( ) whenever or

. That is, whenever the local measured power,
, or the instantaneous measured power, , are

relatively high compared to the noise power
. The estimator assumes speech is absent ( )

whenever both the local and instantaneous measured powers are
relatively low compared to the noise power [ and

]. In between, the estimator provides a soft transi-
tion between speech absence and speech presence, based on the
value of .

The main objective of combining conditions on both
and is to prevent an increase in the estimated

noise during weak speech activity, especially when the input
SNR is low. Weak speech components can often be extracted
using the condition on . Sometimes, speech components
are so weak that is smaller than . In that case, most of
the speech power is still excluded from the averaging process
using the condition on . The remaining speech
components can hardly affect the noise estimator, since their
power is relatively low compared to that of the noise.
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IV. I MPLEMENTATION OF THE ALGORITHM

In this section, we combine the time-varying recursive av-
eraging with the minima-controlled estimation of thea priori
speech absence probability, and present the IMCRA noise esti-
mation algorithm.

The noise spectrum estimate, , is initialized at the
first frame by . Then, at each frame
( ), it is used, jointly with the current observation ,
for estimating the noise power spectrum at the next frame,
. According to (12), we need to find the bias compensation

factor , and the time-varying smoothing parameter .
Appendix I shows that the value ofis given by

(31)

In particular, for , we have . The value of
is updated for each frequency bin and time frame,

using the speech presence probability , and expression
(11).

It follows from (7), that the computation of the speech
presence probability requires an estimate for thea priori SNR

. The “decision-directed” approach of Ephraim and
Malah [6] is commonly used for that purpose. However, we
obtained better performance with a modified version proposed
in [4]. Specifically, thea priori SNR is estimated by

(32)

where is a weighting factor that controls the tradeoff between
noise reduction and speech distortion [1], [6] and

(33)

is the spectral gain function of theLog-Spectral Amplitude
(LSA) estimator when speech is surely present [7]. We note
that the original “decision-directed”a priori SNR estimator of
Ephraim and Malah [6], [11] is given by

(34)
where is the spectral gain function of the LSA estimator
under speech presence uncertainty. The advantage of
over the original estimator, particularly for weak speech com-
ponents and low input SNR, is discussed in some detail in [4].

The estimator for thea priori speech absence proba-
bility, , (29), requires two iterations of time-fre-
quency smoothing ( , ) and minimum tracking
( , ). The minimum tracking is imple-
mented by the method proposed in [12], [13], which provides
a flexible balance between the computational complexity and
the update rate of the minima values. Accordingly, we divide
the window of samples into sub-windows of samples
( ). Whenever samples are read, the minimum of the
current subwindow is determined and stored for later use. The
overall minimum is obtained as the minimum of past samples

within the current subwindow and the previous subwindow
minima.

The implementation of the IMCRA algorithm is summarized
in Fig. 1. Typical values of the respective parameters, for a sam-
pling rate of 16 kHz, are given in Table I.

V. PERFORMANCEEVALUATION

The performance evaluation of the IMCRA method, and a
comparison to the MS method, consists of three parts. First, we
test the tracking capability of the noise estimators for nonsta-
tionary noise. Second, we measure the segmental relative esti-
mation error for various noise types and levels. Third, we inte-
grate the noise estimators into a speech enhancement system,
and determine the improvement in the segmental SNR. The re-
sults are confirmed by a subjective study of speech spectrograms
and informal listening tests.

The noise signals used in our evaluation are taken from the
Noisex92 database [22]. They include white Gaussian noise
(WGN), car noise, and F16 cockpit noise. A nonstationary
WGN was simulated by increasing the level of the stationary
WGN at a rate of 2 dB/s for a period of three seconds, and some
time afterwards decreasing it back to the original level at the
same rate. The speech signal is constructed from six different
utterances, without intervening pauses. The utterances, half
from male speakers and half from female speakers, are taken
from the TIMIT database [8]. The speech signal is sampled at
16 kHz and degraded by the various noise types with segmental
SNRs in the range dB. The segmental SNR is defined
by [18]

(35)

where represents the set of frames that contain speech, and
its cardinality. The spectral analysis is implemented with Ham-
ming windows of 512 samples length (32 ms) and 128 samples
frame update step.

Fig. 2(a) shows the periodogram , a recursively
smoothed periodogram with a smoothing parameter set to 0.95,
and the noise power estimated by the IMCRA method,
for a F16 cockpit noise at 0 dB segmental SNR, and a single
frequency bin (center frequency 1219 Hz). Fig. 2(b)
plots the ideal, IMCRA, and MS noise estimates (the ideal noise
estimate is taken as the recursively smoothed periodogram of
the noise , with a smoothing parameter set to 0.95).
Clearly, the IMCRA noise estimate follows the noise power
more closely than the MS noise estimate. The update rate of
the MS noise estimate is inherently restricted by the size of the
minimum search window ( ). By contrast, the IMCRA noise
estimate is continuously updated even during speech activity, as
long as the speech components are not too large compared to the
noise power. This is a major advantage of the IMCRA method,
particularly in adverse noise environments, which involve non-
stationary noise, weak speech components, and low input SNR.

Fig. 3 shows another example of the improved tracking capa-
bility of the IMCRA estimator. In this case, the speech signal is
degraded by nonstationary WGN at 0 dB segmental SNR. The
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Fig. 1. IMCRA noise estimation algorithm.

TABLE I
VALUES OF PARAMETERS USED IN THE IMPLEMENTATION OF THE IMCRA

NOISE ESTIMATOR, FOR A SAMPLING RATE OF 16 kHz

ideal, IMCRA, and MS noise estimates, averaged out over the
frequency, are depicted in Fig. 3(b). The response of the IMCRA
estimator to increasing or decreasing noise power is essentially
much faster than that of the MS estimator, due to the recursive
averaging mechanism. For increasing noise power, the MS esti-
mator lags behind with a delay of frames [13]. For de-
creasing noise power, the delay of the MS estimator stems from
the fact that the minimum search window becomes effectively
shorter, and therefore the bias compensation factor is practically
too large. On the other hand, the delay of the IMCRA estimator
in case of increasing noise power results from the increase in the
time-varying smoothing parameter, subsequent to the decrease

in thea priori speech absence probability. This delay is smaller
than frames, since the recursive averaging is carried out
instantaneously. For decreasing noise power, thea priori speech
absence probability gets larger and the time-varying smoothing
parameter gets smaller, which further shortens the delay of the
IMCRA estimator.

A quantitative comparison between the IMCRA and MS esti-
mation methods is obtained by evaluating the segmental relative
estimation error in various environmental conditions. The seg-
mental relative estimation error is defined by

(36)

where is the ideal noise estimate, is the noise
estimated by the tested method, andis the number of frames
in the analyzed signal. Table II presents the results of the seg-
mental relative estimation error achieved by the IMCRA and
MS estimators for various noise types and levels. It shows that
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(a)

(b)

Fig. 2. Noise power estimation for a speech signal, degraded by F16 cockpit
noise at 0 dB segmental SNR, and a single frequency bink = 40 (center
frequency 1219 Hz). (a) Periodogram (dotted), smoothed periodogram (fine
solid), and IMCRA noise estimate (heavy solid); (b) Ideal (top), IMCRA
(center), and MS (bottom) noise estimates (top and bottom graphs are displaced
by�10 dB, for clarity).

the IMCRA method obtains significantly lower estimation error
than the MS method.

The segmental relative estimation error is a measure that
weighs all frames in a uniform manner, without a distinction
between speech presence and absence. In practice, the estima-
tion error is more consequential in frames that contain speech,
particularly weak speech components, than in frames that con-
tain only noise. We therefore examine the performance of our
estimation method when integrated into a speech enhancement
system. Specifically, the IMCRA and MS noise estimators are
combined with theOptimally-Modified Log-Spectral Amplitude
(OM-LSA) estimator, and evaluated both objectively using an
improvement in segmental SNR measure, and subjectively by
informal listening tests. The OM-LSA estimator [2], [4] is a
modified version of the conventional LSA estimator [7], based
on a binary hypothesis model. The modification includes a
lower bound for the gain, which is determined by a subjective
criteria for the noise naturalness, and exponential weights,
which are given by the conditional speech presence probability.
Moreover, thea priori SNR is estimated using (32), rather than
the standard “decision-directed” estimator (34).

Table III summarizes the results of the segmental SNR im-
provement for various noise types and levels. The IMCRA esti-

(a)

(b)

Fig. 3. Noise power estimation for a speech signal, degraded by nonstationary
white Gaussian noise at 0 dB segmental SNR. (a) Periodogram (dotted),
smoothed periodogram (fine solid), and IMCRA noise estimate (heavy solid)
for a single frequency bink = 33 (center frequency 1 kHz); (b) Ideal (fine
solid), IMCRA (heavy solid), and MS (dotted) average noise estimates.

mator consistently yields a higher improvement in the segmental
SNR, than the MS estimator, under all tested environmental con-
ditions. The fact that the benefit is greater for low input SNR
implies that weak speech components are better preserved when
the noise is estimated by the IMCRA method. This is confirmed
by a subjective study of speech spectrograms and informal lis-
tening tests.

Another major advantage of the IMCRA noise estimation
method, as discussed earlier, is its tracking capability under non-
stationary noise environments. In speech enhancement applica-
tions, this quality is often not fully appreciated when consid-
ering theaverageimprovement in the segmental SNR, since
variations in the statistics of the noise are usually sparse. How-
ever, aframe-by-frametrace of the improvement in the seg-
mental SNR, as illustrated in Fig. 4, revels that the effective-
ness of the IMCRA method is particularly notable during alter-
ation in noise characteristics. Fig. 4(a) and (b) are plots of the
speech waveform in noise-free and noisy conditions (additive
nonstationary WGN at 5 dB segmental SNR). Fig. 4(c) and
(d) are, respectively, plots of the enhanced speech waveforms
using the IMCRA and MS noise estimates. While the increase
in the segmental SNR, gained by the IMCRA method over the
MS method, is on average less than 1 dB in this example, it sur-
passes 5 dB in some instances [Fig. 4(e)].
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TABLE II
SEGMENTAL RELATIVE ESTIMATION ERROR FORVARIOUS NOISETYPES AND LEVELS, OBTAINED USING THEMS AND IMCRA ESTIMATORS

TABLE III
SEGMENTAL SNR IMPROVEMENT FORVARIOUS NOISETYPES AND LEVELS, OBTAINED USING THE MS AND IMCRA ESTIMATORS

(a)

(b)

(c)

(d)

(e)

Fig. 4. Example of speech enhancement using the IMCRA and MS noise
estimators. (a) Original speech waveform; (b) noisy speech waveform (additive
nonstationary white Gaussian noise at�5 dB segmental SNR); (c) enhanced
speech waveform using the IMCRA noise estimate (SegSNR= 5.05 dB); (d)
enhanced speech waveform using the MS noise estimate (SegSNR= 4.11 dB);
and (e) trace of the increase in segmental SNR, gained by the IMCRA method
over the MS method.

VI. CONCLUSION

Recursive averaging is a commonly used procedure for es-
timating the noise power spectrum during sections which do
not contain speech. However, rather than employing a voice ac-
tivity detector and restricting the update of the noise estimator
to periods of speech absence, we adapt the smoothing param-
eter in time and frequency according to the speech presence
probability. The noise estimate is thereby continuously updated
even during weak speech activity. We have proposed an esti-
mator for thea priori speech absence probability that is con-
trolled by the minima values of a smoothed periodogram of the
noisy measurement. It combines conditions on both the instan-
taneous and local measured power, and provides a soft transi-
tion between speech absence and presence. This prevents an oc-
casional increase in the noise estimate during speech activity.
Furthermore, carrying out the smoothing and minimum tracking
in two iterations allows larger smoothing windows and smaller
minimum search windows, while reliably tracking the minima
even during strong speech activity. This yields a reduced vari-
ance of the minima values and shorter delay when responding
to a rising noise power, which eventually improves the tracking
capability of the noise estimator. We have shown that in nonsta-
tionary noise environments and under low SNR conditions, the
IMCRA approach is extremely effective. In particular, it obtains
a lower estimation error, and when integrated into a speech en-
hancement system achieves improved speech quality and lower
residual noise.

APPENDIX I
DERIVATION OF THE BIAS COMPENSATIONFACTOR

The factor in (12), by definition, compensates the bias of
the noise spectrum estimator when speech is absent. It stems
from Eqs. (10) and (13) and the definition of thea posteriori
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SNR that

(37)

By (7), the conditional speech presence probability de-
generates, in the absence of speech ( ), to thea priori
speech presence probability . Hence, (11) implies that
the value of is completely determined by the particular esti-
mator for thea priori speech absence probability

(38)

In our case, the estimate for thea priori speech absence prob-
ability, , is given by (29). Since we are using a relatively
low significance level in the first iteration ( ), the con-
ditional PDF of in the absence of speech is approxi-
mately the same as that of

(39)

Similarly, the conditional PDF of in the absence of
speech is approximately the same as that of . Then
by (23), the probability of is relatively low
( ). Hence, in the absence of speech we can assume that

for all and . Accordingly

(40)

and

(41)

Substituting (40) and (41) into (38), we have

(42)

APPENDIX II
STATISTICS OF AND

Generally, successive values of are correlated, and
there is no closed form solution for the probability density func-
tions of and . However, based on certain as-
sumptions and results from [12], [13], we can obtain an approxi-
mate solution. To simplify notation, speech absence is implicitly
assumed throughout this Appendix.

Let the spectral power values of the noisy measurement
be independent, exponentially and identically

distributed. Substituting (14) into (15), the recursively averaged
periodogram can be written as

(43)
If we approximate as the sum of squared mutually
independent normal variables, then its density and distribution
functions can be obtained by

(44)

(45)

where and denote, respectively, the standard
chi-square density and distribution functions, withdegrees of
freedom. Specifically

(46)

(47)

where is the gamma function, and

is the incomplete gamma
function. We note that , the equivalent degrees of freedom,
is determined by the smoothing parameter and the
window function . For a normalized Hanning window
function of size , it was found experimentally that

.
The value of [(16)] is based on successive

values of , which are clearly correlated. However,
to approximate the statistics of , we assume that

is based on equivalent i.i.d. random variables.
Hence, the probability density function of is given
by [9] and [13]

(48)

Since is defined as the ratio of two random variables,
and scaled by , its density function

is given by [17]

(49)

Similarly, the density function of is given by

(50)

For large and ( ), we can assume that
is independent of either or .

Furthermore, the variance of is significantly smaller
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than its squared mean value. Hence, (49) and (50) can be
simplified to

(51)

(52)

Substituting (17) into (51) and (52), we have

(53)

(54)
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